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#### Abstract

HIV-1 infection and treatment may occur in the non-constant environment due to the timevarying drug susceptibility and growth of target cells. In this paper, we propose a within-host virus model with multiple stages for infected cells under time-varying environments, to study how the multiple infected stages affect on the counts of viral load and CD4+-T cells. We establish the sufficient conditions for both persistent HIV infection and clearance of HIV infection based on two positive constants $R_{*}, R^{*}$. When the system is under persistent infection, we further obtained detailed estimates of both the lower and upper bounds of the viral load and the counts of $\mathrm{CD} 4^{+}-\mathrm{T}$ cells. Furthermore, numerical simulations are carried out to verify our analytical results and demonstrate the combined effects of multiple infected stages and non-constant environments, and reflect that both persistence and clearance of infection are possible when $R_{*}<1<R^{*}$ holds. In particular, the numerical results exhibit the viral load of system with multiple infected stages may be less than that with single infected stage, and simulate the effect of time-varying environment of the autonomous system with multiple infected stages. We expect that our theoretical and simulation results can provide guidance for clinical therapy for HIV infections.
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## 1. Introduction

Over the last two decades there has been extensive research on modeling and analysis of the human immunodeficiency virus (HIV) infection ([1-4,5-9]). Most HIV infection models focus on the single-infected stage for infected cells. The standard technique for developing mathematical descriptions of HIV infection between virus particles and uninfected CD4 ${ }^{+}$T-cells is to model the system with single-infected stage as a set of autonomous ordinary differential equations. This approach has led to many insights into the factors that affect HIV infection and control. The infection remains asymptomatic for years, the population of CD4 ${ }^{+}$-T cells falls to low levels and the virus load sufficiently increases leading to the development of AIDS. However, it is very important to establish an appropriate HIV model for HIV antiviral therapy and control, thus consideration of following factors should attract more attention.

Firstly, multiple infected stages and treatment for infected cells are more interesting. As noted in [11-21], they investigated that an infected individual enters the first infectious stages at the moment of infection and then progresses through all these stages until the last one, with the infectiousness of a person depending upon his current disease stage. In [17], Hyman et al.

[^0]suggested that some infected individuals could pass through four infection stages: (1) the highly infectious acute stage in the first few weeks; (2) the low infectivity early chronic stage; (3) the high infectivity late chronic stage; (4) the AIDS stage. And Sedaghat et al. [21] established two-stages infection model based on three different kinds of levels of virus during the chronic phase of infection. Samanta [20] investigated a non-autonomous stage-structured HIV/AIDS epidemic model with two stages between HIV/AIDS patients not the host cells in the body, established some sufficient conditions on the permanence and extinction of the disease, and obtained the explicit formula of the eventual lower bounds of infected individuals. Thus, additional multiple infected stages and treatment for infected cells are important and realistic to model for HIV-1 pathogenesis and drug treatment dynamics.

On the other hand, the non-autonomous phenomenon, are familiar features in virus infection models, such as varying infection rate (see [22-29]), and especially the periodic drug therapy and periodic drug effectiveness, occur in many realistic within-host models, relevant to our study here are the works [30-34] and so on.

Motivated by these factors above, especially multiple infected stages were introduced in the non-autonomous HIV infection model, to give a more appropriate model and better understanding of the antiretroviral drug during HIV-1 virus infection. Our primary goals of this paper are to establish such precise estimates of the viral load using the lower and upper bounds of coefficients, and to investigate what happens if the model including multiple infected stages.

In this paper, we will provide some sufficient conditions on the permanence and extinction of system (1), which are different from the popular technique of uniform persistence theory to address the virus dynamic system in a periodic environment [38]. To our best knowledge, if the system is a periodic system, we can obtain the threshold values by using the theory of uniform persistence for periodic systems developed by Prof. Xiaoqiang Zhao (see [10,25]); if the system is almost periodic without delay, then the conditions of the threshold values may be weakened, as shown in [28]. Our system is a general non-autonomous model (not necessarily periodic) with multiple infected stages. The standard techniques to address periodic (or almost periodic) systems, such as the basic reproduction ratio derivation and the persistence theory of periodic (or almost periodic) systems, are not applicable here. Fortunately, the analysis techniques in [34] (with single-infected stage) provided a tool so that one can do this simple non-autonomous HIV infection model, which make it possible for us to consider the model with multi-stage infection and treatment. Thereupon, the research of non-autonomous HIV infection model multiple infected stages is not only interesting but also necessary, and more challenging than the single-infected stage [34].

This article is organized as follows. The next section presents a non-autonomous HIV-1 model with multiple infected stages and gives some preliminaries lemmas. Our main results on permanence and extinction of system (1) are completely determined by the threshold values and obtained in Section 3. In Section 4, numerical simulations are considered to illustrate our main results. We also investigate the impact of multiple infected stages on HIV infection through the sensitivity analysis of $R_{*}$ and comparisons between delayed non-autonomous HIV-1 models with single-infected stage and three infected stages. A brief conclusion is given in Section 5.

## 2. Model formulation and preliminaries

HIV replication cycle may contain much stages, such as reverse transcription, integration, assembly and viral release and so on. Different drug classes act on specific stages. A comprehensive model including multiple stages may be more accurate in studying the dynamics of HIV decay under treatment from different drug classes. There are some clinical and experimental data that show that drugs acting on later stages of viral replication cycle may lead to a more rapid viral load decline. A model including two stages have been developed to study the dynamics under treatment in Sedaghat et al. [21]. They showed that the stage in the HIV-1 life cycle at which a drug acts may affect the observed decay dynamics, which is the later in the life cycle an inhibitor acts, the more rapid the decay in viremia. In this section, based on the works of [11,17,21,35-37], we formulate a general multistage infection progression model between uninfected CD4 ${ }^{+}$T-cells and virus particles which traverses $n$ different stages during its life-cycle. We distinguish the host populations into the following compartments: uninfected cells $x(t)$, a succession of infected cells $y_{i}(t), i=1,2, \ldots, n$, whose members are in the $i$ th stage of the infection progression, and virus particles $v(t)$. Based on the above assumptions and Section 1, a non-autonomous HIV-1 model with multiple stages for infected cells can be considered as follows:

$$
\left\{\begin{array}{l}
\dot{x}(t)=\lambda(t)-\mu(t) x(t)-\beta(t) x(t) v(t),  \tag{1}\\
\dot{y}_{1}(t)=\beta(t) x(t) v(t)-k_{1}(t) y_{1}(t), \\
\dot{y}_{2}(t)=\widetilde{k}_{1}(t) y_{1}(t)-k_{2}(t) y_{2}(t), \\
\dot{y}_{3}(t)=\widetilde{k}_{2}(t) y_{2}(t)-k_{3}(t) y_{3}(t), \\
\quad \ldots \\
\dot{y}_{n}(t)=\widetilde{k}_{n-1}(t) y_{n-1}(t)-k_{n}(t) y_{n}(t), \\
\dot{v}(t)=\widetilde{k}_{n}(t) y_{n}(t)-\delta(t) v(t),
\end{array}\right.
$$

where

$$
\begin{align*}
& k_{i}(t)=\widetilde{k}_{i}(t)+\delta_{i}(t), \quad \widetilde{k}_{i}(t)=\left(1-\varepsilon_{I I}(t)\right) k_{i}(t), \quad i=1, \ldots, n-1, \\
& \widetilde{k}_{n}(t)=\left(1-\varepsilon_{P I}(t)\right) N(t) k_{n}(t), \quad \beta(t)=\left(1-\varepsilon_{R T}(t)\right) k(t), \tag{2}
\end{align*}
$$

and the meanings of functions $\lambda(t), \mu(t), k_{i}(t), \delta_{i}(t)(i=0,1, \ldots, n), k(t), \delta(t), N(t), \varepsilon_{R T}(t), \varepsilon_{I I}(t)$ and $\varepsilon_{P I}(t)$ appeared in (2) are in accordance with the corresponding autonomous system parameters $\lambda, \mu, k_{j}, k, \delta, N, \varepsilon_{R T}, \varepsilon_{I I}$ and $\varepsilon_{P I}$, respectively.

The initial condition of system (1) is given by

$$
\begin{equation*}
x(0)>0, \quad y_{i}(0)>0 \text { for some } i \in\{1,2, \ldots, n\} \tag{3}
\end{equation*}
$$

In the following, we will give some assumptions and notations for system (1)
$\left(\mathrm{A}_{1}\right)$ Functions $\lambda(t), \mu(t), \beta(t), k_{i}(t), \delta_{i}(t), \widetilde{k}_{i}(t)(i=1, \ldots, n)$ and $\delta(t)$ are positive continuous bounded and have positive lower bounds.
$\left(\mathrm{A}_{2}\right)$ If $f(t)$ is a continuous bounded function defined on $[0,+\infty)$, then we set

$$
f^{l}=\liminf _{t \rightarrow+\infty} f(t) \quad f^{u}=\limsup _{t \rightarrow+\infty} f(t)
$$

Definition 1. The system (1) is said to be permanent if there exists positive constants $q_{0}, \widetilde{q}_{1}, \ldots, \widetilde{q}_{n+1}$ and $\widetilde{L}_{0}, \widetilde{L}_{1}, \ldots, \widetilde{L}_{n+1}$ such that

$$
\begin{aligned}
& q_{0} \leq \liminf _{t \rightarrow+\infty} x(t) \leq \limsup _{t \rightarrow+\infty} x(t) \leq \widetilde{L}_{0} \\
& \widetilde{q}_{i} \leq \liminf _{t \rightarrow+\infty} y_{i}(t) \leq \limsup _{t \rightarrow+\infty} y_{i}(t) \leq \widetilde{L}_{i}, \quad i=1,2, \ldots, n, \\
& \widetilde{q}_{n+1} \leq \liminf _{t \rightarrow+\infty} v(t) \leq \limsup _{t \rightarrow+\infty} v(t) \leq \widetilde{L}_{n+1}
\end{aligned}
$$

hold for any solution $\left(x(t), y_{1}(t), \ldots, y_{n}(t), v(t)\right)$ of system (1) with initial condition (3). Here $q_{0}, \widetilde{q}_{1}, \ldots, \tilde{q}_{n+1}, \widetilde{L}_{0}, \widetilde{L}_{1}, \ldots, \widetilde{L}_{n+1}$ are independent of (3).
Lemma 1. ([38]) Consider the following non-autonomous linear equation

$$
\begin{equation*}
\dot{w}(t)=\lambda(t)-\mu(t) w(t) . \tag{4}
\end{equation*}
$$

Suppose that assumptions $\left(A_{1}\right)$ and $\left(A_{2}\right)$ hold, then we have the following result:
(i) Denote the ultimate limit of all the solutions of Eq. (4) with the initial value $w(0)>0$ by $w^{*}(t)$, where $w^{*}(t)$ is bounded and globally uniformly attractive on $R_{+}$.
(ii) There exist $m, M>0$, such that $m<\liminf _{t \rightarrow+\infty} w(t) \leq \limsup _{t \rightarrow+\infty} w(t)<M$.
(iii) If $\mu(t)>0$ for all $t \geq 0$ and

$$
0<\liminf _{t \rightarrow+\infty} \frac{\lambda(t)}{\mu(t)} \leq \limsup _{t \rightarrow+\infty} \frac{\lambda(t)}{\mu(t)}<+\infty,
$$

then for any solution $w(t)$ of Eq. (4) with the initial condition $w(0)>0$, we have

$$
\liminf _{t \rightarrow+\infty} \frac{\lambda(t)}{\mu(t)}=\left(\frac{\lambda(t)}{\mu(t)}\right)^{l}<\liminf _{t \rightarrow+\infty} w(t) \leq \limsup _{t \rightarrow+\infty} w(t)<\left(\frac{\lambda(t)}{\mu(t)}\right)^{u}=\limsup _{t \rightarrow+\infty} \frac{\lambda(t)}{\mu(t)}
$$

Lemma 2. The solution $\left(x(t), y_{1}(t), \ldots, y_{n}(t), v(t)\right)$ of system (1) with initial condition (3) is positive and bounded for all $t \geq 0$.
Proof. Since the right hand side of system (1) is completely continuous, so the solution $\left(x(t), y_{1}(t), \ldots, y_{n}(t), v(t)\right)$ of (1) with initial condition (3) exists and is unique.

By system (1), we obtain

$$
\left\{\begin{array}{l}
x(t)=x(0) e^{-\int_{0}^{t}(\mu(s)+\beta(s) v(s)) d s}+\int_{0}^{t} \lambda(s) e^{\int_{t}^{s}(\mu(\theta)+\beta(\theta) v(\theta)) d \theta} d s  \tag{5}\\
y_{1}(t)=y_{1}(0) e^{-\int_{0}^{t} k_{1}(s) d s}+\int_{0}^{t} \beta(s) x(s) v(s) e^{\int_{t}^{s} k_{1}(\theta) d \theta} d s \\
y_{i}(t)=y_{i}(0) e^{-\int_{0}^{t} k_{i}(s) d s}+\int_{0}^{t} \widetilde{k}_{i-1}(s) y_{i-1}(s) e^{\int_{t}^{s} k_{i}(\theta) d \theta} d s, \quad i=2,3, \ldots, n \\
v(t)=v(0) e^{-\int_{0}^{t} \delta(s) d s}+\int_{0}^{t} \widetilde{k}_{n}(s) y_{n}(s) e^{\int_{t}^{s} \delta(\theta) d \theta} d s
\end{array}\right.
$$

Similar to Lemma 2.3 in [34], we easily obtain $x(t), y_{1}(t), \ldots, y_{n}(t), v(t)>0$ for all $t \geq 0$ since $x(0), y_{1}(0), \ldots, y_{n}(0), v(0)>0$. Now, we will show that $\left(x(t), y_{1}(t), \ldots, y_{n}(t), v(t)\right)$ are bounded for all $t \geq 0$. Let

$$
\begin{align*}
H(t)= & x(t)+\frac{\beta^{l}}{\beta^{u}} y_{1}(t)+\frac{\beta^{l} k_{1}^{l}}{2 \beta^{u} \widetilde{k}_{1}^{u}} y_{2}(t)+\frac{\beta^{l} k_{1}^{l} k_{2}^{l}}{2^{2} \beta^{u} \widetilde{k}_{1}^{u} \widetilde{k}_{2}^{u}} y_{3}(t) \\
& +\cdots+\frac{1}{2^{n-1}} \cdot \frac{\beta^{l}}{\beta^{u}} \cdot \prod_{i=1}^{n-1}\left(\frac{k_{i}^{l}}{\widetilde{k_{i}^{u}}}\right) y_{n}(t)+\frac{1}{2^{n}} \cdot \frac{\beta^{l}}{\beta^{u}} \cdot \prod_{i=1}^{n}\left(\frac{k_{i}^{l}}{\widetilde{k_{i}^{u}}}\right) v(t) . \tag{6}
\end{align*}
$$

Then, we can compute the time derivative of $H(t)$ along the solution of (1) as follows:

$$
\begin{align*}
\dot{H}(t)= & \lambda(t)-\mu(t) x(t)-\beta(t) x(t) v(t)+\frac{\beta^{l}}{\beta^{u}}\left[\beta(t) x(t) v(t)-k_{1}(t) y_{1}(t)\right]+\frac{\beta^{l} k_{1}^{l}}{2 \beta^{u} \widetilde{k}_{1}^{u}}\left[\widetilde{k}_{1}(t) y_{1}(t)-k_{2}(t) y_{2}(t)\right] \\
& +\frac{\beta^{l} k_{1}^{l} k_{2}^{l}}{2^{2} \beta^{u} \widetilde{k}_{1}^{u} k_{2}^{u}}\left[\widetilde{k}_{2}(t) y_{2}(t)-k_{3}(t) y_{3}(t)\right]+\cdots+\frac{1}{2^{n-1}} \cdot \frac{\beta^{l}}{\beta^{u}} \cdot \prod_{i=1}^{n-1}\left(\frac{k_{i}^{l}}{\widetilde{k}_{i}^{u}}\right) \times\left[\widetilde{k}_{n-1}(t) y_{n-1}(t)-k_{n}(t) y_{n}(t)\right] \\
& +\frac{1}{2^{n}} \cdot \frac{\beta^{l}}{\beta^{u}} \cdot \prod_{i=1}^{n}\left(\frac{k_{i}^{l}}{\widetilde{k_{i}^{u}}}\right)\left[\widetilde{k}_{n}(t) y_{n}(t)-\delta(t) v(t)\right] \\
\leq & \lambda(t)-\mu(t) x(t)-\frac{\beta^{l}}{2 \beta^{u}} k_{1}^{l} y_{1}(t)-\frac{1}{2^{2}} \cdot \frac{\beta^{l} k_{1}^{l}}{\beta^{u} \widetilde{k}_{1}^{u}} \cdot k_{2}^{l} y_{2}(t)-\cdots-\frac{1}{2^{n-1}} \cdot \frac{\beta^{l}}{\beta^{u}} \cdot \prod_{i=1}^{n-2}\left(\frac{k_{i}^{l}}{\widetilde{k}_{i}^{u}}\right) \cdot k_{n-1}^{l} y_{n-1}(t) \\
& -\frac{1}{2^{n}} \cdot \frac{\beta^{l}}{\beta^{u}} \cdot \prod_{i=1}^{n-1}\left(\frac{k_{i}^{l}}{\widetilde{k}_{i}^{u}}\right) \cdot k_{n}^{l} y_{n}(t)-\frac{1}{2^{n}} \cdot \frac{\beta^{l}}{\beta^{u}} \cdot \prod_{i=1}^{n}\left(\frac{k_{i}^{l}}{\widetilde{k_{i}^{u}}}\right) \delta^{l} v(t) \\
\leq & \lambda(t)-\sigma H(t), \tag{7}
\end{align*}
$$

here $\sigma=\min \left\{\mu^{l}, \frac{k_{1}^{l}}{2}, \frac{k_{2}^{l}}{2}, \ldots, \frac{k_{n}^{l}}{2}, \delta^{l}\right\}$. By (7) and Lemma 1, we have

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} H(t) \leq \frac{\lambda^{u}}{\sigma} \tag{8}
\end{equation*}
$$

Thus, we easily have that

$$
\begin{aligned}
& \limsup _{t \rightarrow+\infty} y_{1}(t) \leq \frac{\beta^{u} \lambda^{u}}{\beta^{l} \sigma} \triangleq \widetilde{L}_{1} \\
& \limsup _{t \rightarrow+\infty} y_{2}(t) \leq \frac{2 \beta^{u} \lambda^{u}}{\beta^{l} \sigma} \frac{\widetilde{k}_{1}^{u}}{k_{1}^{l}} \triangleq \widetilde{L}_{2} \\
& \ldots \\
& \limsup _{t \rightarrow+\infty} y_{n}(t) \leq \frac{2^{n-1} \beta^{u} \lambda^{u}}{\beta^{l} \sigma} \prod_{i=1}^{n-1}\left(\frac{\widetilde{k}_{i}^{u}}{k_{i}^{l}}\right) \triangleq \widetilde{L}_{n}, \\
& \limsup _{t \rightarrow+\infty} v(t) \leq \frac{2^{n} \beta^{u} \lambda^{u}}{\beta^{l} \sigma} \prod_{i=1}^{n-1}\left(\frac{\widetilde{k}_{i}^{u}}{k_{i}^{l}}\right) \triangleq \widetilde{L}_{n+1},
\end{aligned}
$$

where $\triangleq$ means "is defined as".
Furthermore, from the first equation of $(1), \dot{x}(t) \leq \lambda(t)-\mu(t) x(t) \leq \lambda^{u}-\mu^{l} x(t)$, which implies that

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} x(t) \leq \frac{\lambda^{u}}{\mu^{l}} \triangleq \widetilde{L}_{0} \tag{9}
\end{equation*}
$$

So, $x(t), y_{1}(t), y_{2}(t), \ldots, y_{n}(t), v(t)$ are bounded for all $t \geq 0$ since $H(t)$ is bounded for all $t \geq 0$ since $H(t)$ is bounded. This completes the proof of Lemma 2.

Lemma 3. The solution $\left(x(t), y_{1}(t), \ldots, y_{n}(t), v(t)\right)$ of system (1) with initial condition (3) satisfies

$$
\begin{equation*}
\liminf _{t \rightarrow+\infty} x(t) \geq q_{0} \tag{10}
\end{equation*}
$$

where

$$
q_{0}=\left(\frac{\lambda(t)}{\mu(t)+2^{n} \beta(t) \cdot \frac{\beta^{u}}{\beta^{I}} \prod_{i=1}^{n}\left(\frac{\widetilde{k}_{i}^{u}}{k_{i}^{I}}\right) \frac{\lambda^{u}}{\sigma}}\right) l
$$

Proof. By Lemma 2, for any $\varepsilon>0$, there exists a $t_{0}>0$ large enough such that

$$
v(t) \leq \frac{2^{n} \beta^{u}}{\beta^{l}} \prod_{i=1}^{n}\left(\frac{\widetilde{k}_{i}^{u}}{k_{i}^{l}}\right) \frac{\lambda^{u}}{\sigma}+\varepsilon, \quad t \geq t_{0} .
$$

Thus, by the first equation of system (1),

$$
\dot{x}(t) \geq \lambda(t)-\left[\mu(t)+\beta(t)\left(\frac{2^{n} \beta^{u}}{\beta^{l}} \prod_{i=1}^{n}\left(\frac{\widetilde{k}_{i}^{u}}{k_{i}^{l}}\right) \frac{\lambda^{u}}{\sigma}+\varepsilon\right)\right] x(t), \quad t \geq t_{0},
$$

which means that $\liminf _{t \rightarrow+\infty} x(t) \geq q_{0}$. This completes the proof of Lemma 4 .
Define

$$
\begin{equation*}
W(t)=y_{1}(t)+\frac{k_{1}^{u}}{\widetilde{k}_{1}^{l}} y_{2}(t)+\frac{k_{1}^{u} k_{2}^{u}}{\widetilde{k}_{1}^{l} \widetilde{k}_{2}^{l}} y_{3}(t)+\cdots+\prod_{i=1}^{n-1}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) y_{n}(t)+\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) v(t), \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
G(t)=y_{1}(t)+\frac{k_{1}^{l}}{\widetilde{k}_{1}^{u}} y_{2}(t)+\frac{k_{1}^{l} k_{2}^{l}}{\widetilde{k}_{1}^{u} \widetilde{k}_{2}^{u}} y_{3}(t)+\cdots+\prod_{i=1}^{n-1}\left(\frac{k_{i}^{l}}{\widetilde{k}_{i}^{u}}\right) y_{n}(t)+\prod_{i=1}^{n}\left(\frac{k_{i}^{l}}{\widetilde{k}_{i}^{u}}\right) v(t) . \tag{12}
\end{equation*}
$$

Thus, we obtain the following Lemma.
Lemma 4. For any t large enough, then we have
(i)

$$
\begin{equation*}
W(t) \leq a_{1} y_{1}(t)+a_{2} y_{2}(t)+\cdots+a_{n} y_{n}(t)+a v(t), \tag{13}
\end{equation*}
$$

where

$$
a_{1}=1, \quad a_{j}=\prod_{i=1}^{j-1}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right), \quad j=2,3, \ldots, n, \quad a=\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) .
$$

(ii)

$$
\begin{equation*}
G(t) \leq b_{1} y_{1}(t)+b_{2} y_{2}(t)+\cdots+b_{n} y_{n}(t)+b v(t) \leq W(t), \tag{14}
\end{equation*}
$$

where

$$
b_{1}=1, \quad b_{j}=\prod_{i=1}^{j-1}\left(\frac{k_{i}^{l}}{\widetilde{k}_{i}^{u}}\right), j=2,3, \ldots, n, \quad b=\prod_{i=1}^{n}\left(\frac{k_{i}^{l}}{\widetilde{k}_{i}^{u}}\right) .
$$

## 3. Permanence and extinction of system (1)

Denote

$$
\begin{equation*}
R_{*}=\frac{\beta^{l} \lambda^{l}}{\delta^{u} \mu^{u}} \cdot \prod_{i=1}^{n}\left(\frac{\widetilde{k_{i}^{l}}}{k_{i}^{u}}\right) \quad R^{*}=\frac{\beta^{u} \lambda^{u}}{\delta^{l} \mu^{l}} \cdot \prod_{i=1}^{n}\left(\frac{\widetilde{k}_{i}^{u}}{k_{i}^{l}}\right) . \tag{15}
\end{equation*}
$$

Then we have the following theorem.
Theorem 1. The system (1) with initial condition (3) is permanent provided that $R_{*}>1$. Namely, we have the following results:

$$
\begin{gathered}
\tilde{q}_{1} \leq \liminf _{t \rightarrow+\infty} y_{1}(t) \leq \limsup _{t \rightarrow+\infty} y_{1}(t) \leq \widetilde{L}_{1} \\
\widetilde{q}_{2} \leq \liminf _{t \rightarrow+\infty} y_{2}(t) \leq \limsup _{t \rightarrow+\infty}(t) \leq \widetilde{L}_{2} \\
\tilde{q}_{3} \leq \liminf _{t \rightarrow+\infty} y_{3}(t) \leq \limsup _{t \rightarrow+\infty}(t) \leq \widetilde{L}_{3} \\
\cdots \\
\tilde{q}_{n} \leq \liminf _{t \rightarrow+\infty} y_{n}(t) \leq \limsup _{t \rightarrow+\infty} y_{n}(t) \leq \widetilde{L}_{n} \\
\tilde{q}_{n+1} \leq \liminf _{t \rightarrow+\infty} v(t) \leq \limsup _{t \rightarrow+\infty} v(t) \leq \widetilde{L}_{n+1}
\end{gathered}
$$

where $\widetilde{q}_{i}$ and $\widetilde{L}_{i}, i=1,2, \ldots, n+1$ are defined in (43), (44) and Lemma 2, respectively.
Proof. Combining with Lemma 2 and the following Proposition 1, we will complete the proof of this theorem.
Proposition 1. If $R_{*}>1$ holds, then for any positive solution $\left(x(t), y_{1}(t), \ldots, y_{n}(t), v(t)\right)$ of system (1) with (3), we have

$$
\begin{equation*}
\liminf _{t \rightarrow+\infty} y_{i}(t) \geq \tilde{q}_{i}, \quad i=1,2, \ldots, n \quad \liminf _{t \rightarrow+\infty} v(t) \geq \tilde{q}_{n+1}, \tag{16}
\end{equation*}
$$

where $\widetilde{q}_{1}, \widetilde{q}_{2}, \ldots, \widetilde{q}_{n}$ and $\widetilde{q}_{n+1}$ are defined in (43) and (44).

Proof. Here we only show that it is true by the following four steps.
Step I. We will prove that for any solution of system (1), there exist

$$
\begin{align*}
& q_{1}=\min \left\{\frac{1}{2} \frac{\mu^{u} \delta^{l}}{\beta^{u} \widetilde{k}_{n}^{u}}\left(R_{*}-1\right) \prod_{i=1}^{n-1}\left(\frac{k_{i+1}^{l}}{\widetilde{k}_{i}^{u}}\right), \frac{1}{2} \frac{\mu^{u}}{\beta^{u} \alpha}\left(R_{*}-1\right) \prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\tilde{k}_{i}^{l}}\right)\right\}, \\
& q_{2}=\frac{1}{2} \frac{\mu^{u} \delta^{l}}{\beta^{u} \widetilde{k}_{n}^{u}}\left(R_{*}-1\right) \prod_{i=2}^{n-1}\left(\frac{k_{i+1}^{l}}{\widetilde{k}_{i}^{u}}\right), \\
& q_{n-1}=\frac{1}{2} \frac{\mu^{u} \delta^{l}}{\beta^{u} \widetilde{k}_{n}^{u}}\left(R_{*}-1\right) \frac{k_{n}^{l}}{\widetilde{k}_{n-1}^{u}}, \\
& q_{n}=\frac{1}{2} \frac{\mu^{u} \delta^{l}}{\beta^{u} \widetilde{k}_{n}^{u}}\left(R_{*}-1\right), \\
& \alpha=1+\frac{k_{1}^{u} \widetilde{k}_{1}^{u}}{\widetilde{k}_{1}^{l} \widetilde{k}_{2}^{l}}+\prod_{i=1}^{2}\left(\frac{k_{i}^{u} \widetilde{k}_{i}^{u}}{\widetilde{k}_{i}^{l} \widetilde{k}_{i+1}^{l}}\right)+\cdots+\prod_{i=1}^{n-2}\left(\frac{k_{i}^{u} \widetilde{k}_{i}^{u}}{\widetilde{k}_{i}^{l} \tilde{k}_{i+1}^{l}}\right)+\prod_{i=1}^{n-1}\left(\frac{k_{i}^{u} \widetilde{k}_{i}^{u}}{\widetilde{k}_{i}^{l} \widetilde{k}_{i+1}^{l}}\right) \tag{17}
\end{align*}
$$

such that $\limsup _{t \rightarrow+\infty} y_{1}(t) \geq q_{1}, \quad \limsup _{t \rightarrow+\infty} y_{2}(t) \geq q_{2}, \ldots, \limsup _{t \rightarrow+\infty} y_{n}(t) \geq q_{n}$, respectively. If they are not true, without loss of generality, we assume that $\lim \sup y_{1}(t)<q_{1}$, from the third equation of system ( 1 ), we have

$$
\dot{y}_{2}(t)=\widetilde{k}_{1}(t) y_{1}(t)-k_{2}(t) y_{2}(t) \leq \widetilde{k}_{1} q_{1}-k_{2}^{l} y_{2}(t)
$$

by Lemma $1, \limsup _{t \rightarrow+\infty} y_{2}(t) \leq \frac{\widetilde{k}_{1}^{u}}{k_{2}^{l}} q_{1}$. Similarly, from the last $(n-1)$ equations of system (1), we get

$$
\limsup _{t \rightarrow+\infty} y_{3}(t) \leq \frac{\widetilde{k}_{1}^{u} \widetilde{k}_{2}^{u}}{k_{2}^{l} k_{3}^{l}} q_{1}, \ldots, \quad \limsup _{t \rightarrow+\infty} y_{n}(t) \leq \prod_{i=1}^{n-1}\left(\frac{\widetilde{k}_{i}^{u}}{k_{i+1}^{l}}\right) q_{1}, \quad \limsup _{t \rightarrow+\infty} v(t) \leq \prod_{i=1}^{n-1}\left(\frac{\widetilde{k}_{i}^{u}}{k_{i+1}^{l}}\right) \frac{\widetilde{k}_{n}^{u}}{\delta^{l}} q_{1} .
$$

Thus, by the first equation of system (1), we obtain

$$
\dot{x}(t)=\lambda(t)-\mu(t) x(t)-\beta(t) x(t) v(t) \geq \lambda^{l}-\left[\mu^{u}+\beta^{u} \cdot q_{1} \prod_{i=1}^{n-1}\left(\frac{\widetilde{k}_{1}^{u}}{k_{i+1}^{l}}\right)\left(\frac{\widetilde{k}_{n}^{u}}{\delta^{l}}\right)\right] x(t),
$$

it follows from Lemma 1 that

$$
\begin{equation*}
\liminf _{t \rightarrow+\infty} x(t) \geq \frac{\lambda^{l}}{\mu^{u}+\beta^{u} \cdot q_{1} \prod_{i=1}^{n-1}\left(\frac{\widetilde{k}_{i}^{u}}{k_{i+1}}\right)\left(\frac{\widetilde{k}_{n}^{u}}{\delta^{\prime}}\right)} \triangleq h\left(q_{1}\right) \tag{18}
\end{equation*}
$$

Note that the definition of $W(t)$, we obtain

$$
\begin{align*}
\dot{W}(t)= & \beta(t) x(t) v(t)+\frac{k_{1}^{u}}{\widetilde{k}_{1}^{l}} \widetilde{k}_{1}(t) y_{1}(t)-k_{1}(t) y_{1}(t)+\frac{k_{1}^{u} k_{2}^{u}}{\widetilde{k}_{1}^{l} \widetilde{k}_{2}^{l}} \widetilde{k}_{2}(t) y_{2}(t)-\frac{k_{1}^{u}}{\widetilde{k}_{1}^{l}} k_{2}(t) y_{2}(t)+\cdots \\
& +\prod_{i=1}^{n-1}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right)\left[\frac{k_{n}^{u}}{\widetilde{k}_{n}^{l}} \widetilde{k}_{n}(t) y_{n}(t)-k_{n}(t) y_{n}(t)\right]-\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \delta(t) v(t) \\
\geq & \beta(t) x(t) v(t)-\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \delta(t) v(t) \\
\geq & \left(\beta^{l} h\left(q_{1}\right)-\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \delta^{u}\right) v(t)>0 \tag{19}
\end{align*}
$$

from (15), (17) and (19), then

$$
\begin{aligned}
& \dot{W}(t) \geq\left(\begin{array}{l}
\left.\beta^{l} \frac{\lambda^{l}}{\mu^{u}+\beta^{u} \cdot q_{1} \prod_{i=1}^{n-1}\left(\frac{\widetilde{k}_{i}^{u}}{k_{i+1}^{l}}\right)\left(\frac{\widetilde{k}_{n}^{u}}{\delta^{l}}\right)}-\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k_{i}^{l}}}\right) \delta^{u}\right) v(t) \\
\\
\end{array}\right) \\
&\left.\frac{\beta^{l} \lambda^{l}}{\mu^{u}+\frac{\mu^{u}}{2}\left(R_{*}-1\right)}-\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \delta^{u}\right) v(t)
\end{aligned}
$$

$$
\begin{equation*}
=\delta^{u} \prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k_{i}^{l}}}\right) \frac{R_{*}-1}{R_{*}+1} v(t)>0, \quad \text { if } R_{*}>1, \tag{20}
\end{equation*}
$$

which implies that $W(t)$ is increasing, using Lemma $4, W(t)$ is positive bounded, so there must exist a constant $W^{*}>0$ such that $W(t) \rightarrow W^{*}$ when $t \rightarrow+\infty$, which means that $\dot{W}(t) \rightarrow 0$ when $t \rightarrow+\infty$, this reduces that $v(t) \rightarrow 0, y(t) \rightarrow 0$ as $t \rightarrow+\infty$. So $W(t) \rightarrow 0$ as $t \rightarrow+\infty$, which reduces a contradiction. Thus $\lim \sup y_{1}(t) \geq q_{1}$. Similarly, we can easily obtain

$$
\limsup _{t \rightarrow+\infty} y_{2}(t) \geq q_{2}, \quad \limsup _{t \rightarrow+\infty} y_{3}(t) \geq q_{3}, \ldots, \quad \limsup _{t \rightarrow+\infty} y_{n}(t) \geq q_{n}
$$

Step II. Secondly, we will show that there exists a constant $\gamma=\alpha q_{1} e^{-(\tau+2 p) \delta^{u}}>0$ such that $W(t) \geq \gamma$. By Step I, we obtain that for any $t_{0}>0$,

$$
W(t)<\left(1+\frac{k_{1}^{u} \widetilde{k}_{1}^{u}}{\widetilde{k}_{1}^{l} k_{2}^{l}}+\prod_{i=1}^{2}\left(\frac{k_{i}^{u} \widetilde{k}_{i}^{u}}{\widetilde{k}_{i}^{l} k_{i+1}^{l}}\right)+\cdots+\prod_{i=1}^{n-2}\left(\frac{k_{i}^{u} \widetilde{k}_{i}^{u}}{\widetilde{k}_{i}^{l} k_{i+1}^{l}}\right)+\prod_{i=1}^{n-1}\left(\frac{k_{i}^{u} \widetilde{k}_{i}^{u}}{\widetilde{k}_{i}^{l} k_{i+1}^{l}}\right)\right) q_{1} \triangleq \alpha q_{1}
$$

is impossible for all $t \geq t_{0}$. Hence, we will consider the two possibilities as follows:
(i) $W(t) \geq \alpha q_{1}$ for all $t$ large enough;
(ii) $W(t)$ oscillates about $\alpha q_{1}$ for all $t$ large enough.

Obviously, we only need to consider the second case. Let $t_{1}$ and $t_{2}$ be sufficiently large times satisfying

$$
W\left(t_{1}\right)=W\left(t_{2}\right)=\alpha q_{1}, \quad W(t)<\alpha q_{1}, \quad \forall t \in\left(t_{1}, t_{2}\right),
$$

If $t_{2}-t_{1} \leq 2 p$, where

$$
\begin{equation*}
p=\frac{1}{\mu^{u}\left(R_{*}+1\right)} \ln \frac{4 R_{*}}{R_{*}-1}>0 \tag{21}
\end{equation*}
$$

From (11), we obtain

$$
\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) v(t) \leq W(t)<\alpha q_{1}, \quad \forall t \in\left(t_{1}, t_{2}\right),
$$

that is

$$
v(t) \leq \alpha q_{1} \prod_{i=1}^{n}\left(\frac{\widetilde{k}_{i}^{l}}{k_{i}^{u}}\right), \quad \forall t \in\left(t_{1}, t_{2}\right) .
$$

It follows that from the first equation of system (1), we get

$$
\begin{align*}
\dot{x}(t) & =\lambda(t)-\mu(t) x(t)-\beta(t) x(t) v(t) \\
& \geq \lambda^{l}-\left(\mu^{u}+\beta^{u} \alpha q_{1} \prod_{i=1}^{n}\left(\frac{\widetilde{k}_{i}^{l}}{k_{i}^{u}}\right)\right) x(t), \quad \forall t \in\left(t_{1}, t_{2}\right) . \tag{22}
\end{align*}
$$

For any $\forall t \in\left(t_{1}, t_{2}\right)$, integrating the inequality (22) from $t_{1}$ to $t_{2}$, we have

$$
\begin{align*}
x(t) & \geq x\left(t_{1}\right) \exp \left(-\int_{t_{1}}^{t}\left(\mu^{u}+\beta^{u} \alpha q_{1} \prod_{i=1}^{n}\left(\frac{\widetilde{k}_{i}^{l}}{k_{i}^{u}}\right)\right) d s\right)+\int_{t_{1}}^{t} \lambda^{l} \exp \left(-\int_{s}^{t}\left(\mu^{u}+\beta^{u} \alpha q_{1} \prod_{i=1}^{n}\left(\frac{\tilde{k}_{i}^{l}}{k_{i}^{u}}\right)\right) d \theta\right) d s \\
& \geq \frac{\lambda^{l}}{\mu^{u}+\beta^{u} \alpha q_{1} \prod_{i=1}^{n}\left(\frac{\widetilde{k}_{i}^{l}}{k_{i}^{u}}\right)}\left(1-\exp \left(-\left(\mu^{u}+\beta^{u} \alpha q_{1} \prod_{i=1}^{n}\left(\frac{\widetilde{k}_{i}^{l}}{k_{i}^{u}}\right)\right)\left(t-t_{1}\right)\right)\right) . \tag{23}
\end{align*}
$$

Thus, we have

$$
\begin{equation*}
x(t) \geq \frac{\lambda^{l}}{\mu^{u}+\beta^{u} \alpha q_{1} \prod_{i=1}^{n}\left(\frac{\tilde{k}_{i}^{\prime}}{k_{i}^{u}}\right)}-\varepsilon_{0} \triangleq x_{\Delta}>0, \quad \forall t \in\left(t_{1}+p, t_{2}\right) \tag{24}
\end{equation*}
$$

where

$$
\varepsilon_{0}=\frac{1}{2} \frac{\delta^{u}}{\beta^{l}} \prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \frac{R_{*}-1}{R_{*}+1}=\frac{1}{2} \frac{\lambda^{l}}{\mu^{u}} \frac{R_{*}-1}{R_{*}\left(R_{*}+1\right)}>0 .
$$

According to (11), (17) and (19), we further obtain

$$
\begin{align*}
\dot{W}(t) & \geq\left(\beta^{l} x(t)-\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \delta^{u}\right) v(t)>-\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \delta^{u} v(t) \\
& \geq-\delta^{u} W(t), \quad \forall t \in\left(t_{1}, t_{2}\right) \tag{25}
\end{align*}
$$

Noting that $t_{2}-t_{1}<2 p$, then

$$
\begin{equation*}
W(t) \geq W\left(t_{1}\right) e^{-\int_{t_{1}}^{t} \delta^{u} d s}=\alpha q_{1} e^{-\delta^{u}\left(t-t_{1}\right)} \geq \alpha q_{1} e^{-2 p \delta^{u}} \triangleq \gamma \tag{26}
\end{equation*}
$$

If $t_{2}-t_{1}>2 p$, clearly, when $t \in\left[t_{1}, t_{1}+2 p\right], W(t) \geq \gamma$ holds; when $t \in\left[t_{1}+2 p, t_{2}\right]$, from (19),

$$
\begin{aligned}
\dot{W}(t) & \geq \beta(t) x(t) v(t)-\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k_{i}^{l}}}\right) \delta(t) v(t) \\
& \geq\left(\beta^{l} x_{\Delta}-\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k_{i}^{l}}}\right) \delta^{u}\right) v(t)>0, \quad \text { if } R_{*}>1,
\end{aligned}
$$

then we have

$$
W(t) \geq W\left(t_{1}+2 p\right) \geq \gamma, \quad \forall t \in\left[t_{1}+2 p, t_{2}\right]
$$

Therefore, if $R_{*}>1$, then for all $t$ large enough, we obtain $W(t) \geq \gamma>0$, this means that

$$
\begin{equation*}
a_{1} y_{1}(t)+a_{2} y_{2}(t)+\cdots+a_{n} y_{n}(t)+a v(t) \geq \gamma>0 \tag{27}
\end{equation*}
$$

Step III. Next, we will prove that there exists

$$
\begin{aligned}
& \bar{\gamma}=\frac{\beta^{l} q_{0} \gamma}{a \bar{c}}, \quad \gamma_{1}=\frac{\beta^{l} q_{0} k_{1}^{u} \gamma}{a \bar{c} a_{1} \bar{c}_{1}}, \quad \gamma_{2}=\frac{k_{1}^{u}}{\widetilde{k}_{1}^{l}} \frac{k_{1}^{u} k_{2}^{u}}{a_{1} a_{2} \bar{c}_{1} \bar{c}_{2}} \frac{\beta^{l} q_{0} \gamma}{a \bar{c}}, \quad \ldots, \\
& \gamma_{n-1}=\left(\frac{k_{1}^{u}}{\widetilde{k}_{1}^{l}}\right)^{n-2}\left(\frac{k_{2}^{u}}{\widetilde{k}_{2}^{l}}\right)^{n-1} \ldots\left(\frac{k_{n-2}^{u}}{\widetilde{k}_{n-2}^{l}}\right) \cdot \prod_{i=1}^{n-1}\left(\frac{k_{i}^{u}}{a_{i} \bar{c}_{i}}\right) \frac{\beta q_{0} \gamma}{a \bar{c}},
\end{aligned}
$$

such that

$$
\begin{align*}
& \liminf _{t \rightarrow+\infty} \widetilde{P}_{1}(t)=\liminf _{t \rightarrow+\infty}\left(a_{1} y_{1}(t)+a_{2} y_{2}(t)+\cdots+a_{n} y_{n}(t)\right)>\bar{\gamma}>0 \\
& \liminf _{t \rightarrow+\infty} \widetilde{W}_{1}(t)=\liminf _{t \rightarrow+\infty}\left(a_{2} y_{2}(t)+a_{3} y_{3}(t)+\cdots+a_{n} y_{n}(t)+a v(t)\right)>\gamma_{1}>0 \\
& \liminf _{t \rightarrow+\infty} \widetilde{W}_{2}(t)=\liminf _{t \rightarrow+\infty}\left(a_{3} y_{3}(t)+a_{4} y_{4}(t)+\cdots+a_{n} y_{n}(t)+a v(t)\right)>\gamma_{2}>0 \\
& \quad \cdots  \tag{28}\\
& \liminf _{t \rightarrow+\infty} \tilde{W}_{n-1}(t)=\liminf _{t \rightarrow+\infty}\left(a_{n} y_{n}(t)+a v(t)\right)>\gamma_{n-1}>0
\end{align*}
$$

In fact, we denote
(i)

$$
\begin{align*}
P_{1}(t)= & y_{1}(t)+\frac{k_{1}^{u}}{\widetilde{k}_{1}^{l}}\left(y_{2}(t)+\int_{t}^{t} \widetilde{k}_{1}(s) y_{1}(s) d s\right)+\frac{k_{1}^{u} k_{2}^{u}}{\widetilde{k}_{1}^{l} \widetilde{k}_{2}^{l}}\left(y_{3}(t)+\int_{t}^{t} \widetilde{k}_{2}(s) y_{2}(s) d s\right)+\cdots \\
& +\prod_{i=1}^{n-1}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right)\left(y_{n}(t)+\int_{t}^{t} \widetilde{k}_{n-1}(s) y_{n-1}(s) d s\right) \tag{29}
\end{align*}
$$

by Lemma 4, then we get

$$
\begin{aligned}
P_{1}(t) & \leq y_{1}(t)+a_{2} y_{2}(t)+a_{3} y_{3}(t)+\cdots+a_{n} y_{n}(t) \\
& \leq a_{1} y_{1}(t)+a_{2} y_{2}(t)+a_{3} y_{3}(t)+\cdots+a_{n} y_{n}(t)=\widetilde{P}_{1}(t),
\end{aligned}
$$

and

$$
\begin{align*}
\dot{\tilde{P}}_{1}(t) \geq & \dot{P}_{1}(t)=\beta(t) x(t) v(t)-k_{1}(t) y_{1}(t)+\frac{k_{1}^{u}}{\widetilde{k}_{1}^{l}} \widetilde{k}_{1}(t) y_{1}(t)+\frac{k_{1}^{u} k_{2}^{u}}{\widetilde{k}_{1}^{l} \widetilde{k}_{2}^{l}} \widetilde{k}_{2}(t) y_{2}(t) \\
& -\frac{k_{1}^{u}}{\widetilde{k}_{1}^{l}} k_{2}(t) y_{2}(t)+\cdots+\prod_{i=1}^{n-1}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right)\left(\widetilde{k}_{n-1}(t) y_{n-1}(t)-k_{n}(t) y_{n}(t)\right) \\
\geq & \beta(t) x(t) v(t)-\prod_{i=1}^{n-1}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) k_{n}(t) y_{n}(t) \\
\geq & \beta^{l} q_{0} v(t)-\prod_{i=1}^{n-1}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) k_{n}^{u} y_{n}(t) . \tag{30}
\end{align*}
$$

It follows from (27) that

$$
v(t) \geq \frac{\gamma-\left(a_{1} y_{1}(t)+a_{2} y_{2}(t)+\cdots+a_{n} y_{n}(t)\right)}{a}
$$

So, we have

$$
\begin{aligned}
\dot{\widetilde{P}}_{1}(t) & \geq \frac{\beta^{l} q_{0} \gamma}{a}-\frac{\beta^{l} q_{0}}{a}\left(a_{1} y_{1}(t)+a_{2} y_{2}(t)+\cdots+a_{n} y_{n}(t)\right)-\prod_{i=1}^{n-1}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) k_{n}^{u} y_{n}(t) \\
& \geq \frac{\beta^{l} q_{0} \gamma}{a}-\frac{\beta^{l} q_{0}}{a}\left(a_{1} y_{1}(t)+a_{2} y_{2}(t)+\cdots+a_{n-1} y_{n-1}(t)\right)-\left(\frac{\beta^{l} q_{0}}{a}+k_{n}^{u}\right) a_{n} y_{n}(t) \\
& \geq \frac{\beta^{l} q_{0} \gamma}{a}-\bar{c} \widetilde{P}_{1}(t)
\end{aligned}
$$

where

$$
\bar{c}=\max \left\{\frac{\beta^{l} q_{0}}{a}+k_{n}^{u}, \frac{\beta^{l} q_{0}}{a}\right\}=\frac{\beta^{l} q_{0}}{a}+k_{n}^{u}
$$

which implies that $\liminf _{t \rightarrow+\infty} \widetilde{P}_{1}(t) \geq \frac{\beta^{l} q_{0} \gamma}{a \bar{c}}=\bar{\gamma}$, then

$$
\begin{equation*}
a_{1} y_{1}(t)+a_{2} y_{2}(t)+\cdots+a_{n} y_{n}(t) \geq \bar{\gamma} \tag{31}
\end{equation*}
$$

(ii) Next, we denote

$$
\begin{align*}
W_{1}(t)= & \frac{k_{1}^{u}}{\widetilde{k}_{1}^{l}} y_{2}(t)+\frac{k_{1}^{u} k_{2}^{u}}{\widetilde{k}_{1}^{l} \widetilde{k}_{2}^{l}}\left(y_{3}(t)+\int_{t}^{t} \widetilde{k}_{2}(s) y_{2}(s) d s\right) \\
& +\prod_{i=1}^{3}\left(\frac{k_{i}^{u}}{\widetilde{k_{i}^{l}}}\right)\left(y_{4}(t)+\int_{t}^{t} \widetilde{k}_{3}(s) y_{2}(s) d s\right)+\cdots+\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k_{i}^{l}}}\right)\left(v(t)+\int_{t}^{t} \widetilde{k}_{n}(s) y_{n}(s) d s\right) . \tag{32}
\end{align*}
$$

Similarly, by Lemma 4, we have

$$
\begin{aligned}
W_{1}(t) & \leq \frac{k_{1}^{u}}{\widetilde{k}_{1}^{l}} y_{2}(t)+a_{3} y_{3}(t)+a_{4} y_{4}(t)+\cdots+a_{n} y_{n}(t)+\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k_{i}^{l}}}\right) v(t) \\
& \leq a_{2} y_{2}(t)+a_{3} y_{3}(t)+a_{4} y_{4}(t)+\cdots+a_{n} y_{n}(t)+a v(t) \triangleq \widetilde{W}_{1}(t)
\end{aligned}
$$

and

$$
\begin{align*}
\dot{\tilde{W}}_{1}(t) \geq & \left.\dot{W}_{1}(t)=\frac{k_{1}^{u}}{\widetilde{k}_{1}^{l}}\left(\widetilde{k}_{1}(t) y_{1}(t)-k_{2}(t) y_{2}(t)\right)+\frac{k_{1}^{u} k_{2}^{u}}{\widetilde{k}_{1}^{l} \tilde{k}_{2}^{l}} \widetilde{k}_{2}(t) y_{2}(t)-k_{3}(t) y_{3}(t)\right)+\cdots \\
& +\prod_{i=1}^{n-1}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right)\left(\widetilde{k}_{n-1}(t) y_{n-1}(t)-k_{n}(t) y_{n}(t)\right)+\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right)\left(\widetilde{k}_{n}(t) y_{n}(t)-\delta(t) v(t)\right) \\
\geq & \frac{k_{1}^{u} \widetilde{k}_{1}^{l} \widetilde{k}_{1}^{l} y_{1}(t)-\frac{k_{1}^{u} k_{2}^{u}}{\widetilde{k}_{1}^{l}} y_{2}(t)+\frac{k_{1}^{u} k_{2}^{u}}{\widetilde{k}_{1}^{l} \widetilde{k}_{2}^{l}}\left(\widetilde{k}_{2}^{l} y_{2}(t)-k_{3}^{u} y_{3}(t)\right)+\cdots+\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right)\left(\widetilde{k}_{n}^{l} y_{n}(t)-\delta^{u} v(t)\right)}{} \\
\geq & k_{1}^{u} y_{1}(t)-\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k_{i}^{l}}}\right) \delta^{u} v(t), \tag{33}
\end{align*}
$$

it follows from (31) that

$$
y_{1}(t) \geq \frac{\bar{\gamma}-\left(a_{2} y_{2}(t)+a_{3} y_{3}(t)+\cdots+a_{n} y_{n}(t)\right)}{a_{1}}
$$

thus we have

$$
\begin{aligned}
\dot{\tilde{W}}_{1}(t) & \geq \frac{k_{1}^{u} \bar{\gamma}}{a_{1}}-\frac{k_{1}^{u}}{a_{1}}\left(a_{2} y_{2}(t)+a_{3} y_{3}(t)+\cdots+a_{n} y_{n}(t)\right)-\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \delta^{u} v(t) \\
& \geq \frac{k_{1}^{u} \bar{\gamma}}{a_{1}}-\frac{k_{1}^{u}}{a_{1}}\left(a_{2} y_{2}(t)+a_{3} y_{3}(t)+\cdots+a_{n} y_{n}(t)\right)-\delta^{u} a v(t) \\
& \geq \frac{k_{1}^{u} \bar{\gamma}}{a_{1}}-\bar{c}_{1} \tilde{W}_{1}(t)
\end{aligned}
$$

where $\bar{c}_{1}=\max \left\{\frac{k_{1}^{u}}{a_{1}}, \delta^{u}\right\}$, which means that

$$
\begin{equation*}
\liminf _{t \rightarrow+\infty} \widetilde{W}_{1}(t) \geq \frac{k_{1}^{u} \bar{\gamma}}{a_{1} \bar{c}_{1}}=\frac{\beta^{l} q_{0} k_{1}^{u} \gamma}{a a_{1} \overline{c c}_{1}} \triangleq \gamma_{1} \tag{34}
\end{equation*}
$$

(iii) Denote

$$
\begin{align*}
W_{2}(t)= & \frac{k_{1}^{u} k_{2}^{u}}{\widetilde{k}_{1}^{l} \widetilde{k}_{2}^{l}} y_{3}(t)+\prod_{i=1}^{3}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right)\left(y_{4}(t)+\int_{t}^{t} \widetilde{k}_{3}(s) y_{3}(s) d s\right)+\prod_{i=1}^{4}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right)\left(y_{5}(t)+\int_{t}^{t} \widetilde{k}_{4}(s) y_{4}(s) d s\right)+\cdots \\
& +\prod_{i=1}^{n-1}\left(\frac{k_{i}^{u}}{\widetilde{k_{i}^{l}}}\right)\left(y_{n}(t)+\int_{t}^{t} \widetilde{k}_{n-1}(s) y_{n-1}(s) d s\right)+\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right)\left(v(t)+\int_{t}^{t} \widetilde{k}_{n}(s) y_{n}(s) d s\right) \tag{35}
\end{align*}
$$

Using Lemma 4, we have

$$
\begin{aligned}
W_{2}(t) & \leq \frac{k_{1}^{u} k_{2}^{u}}{\widetilde{k}_{1}^{l} k_{2}^{l}} y_{3}(t)+a_{4} y_{4}(t)+\cdots+a_{n} y_{n}(t)+\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) v(t) \\
& \leq a_{3} y_{3}(t)+a_{4} y_{4}(t)+\cdots+a_{n} y_{n}(t)+a v(t) \triangleq \widetilde{W}_{2}(t)
\end{aligned}
$$

and

$$
\begin{align*}
\dot{\tilde{W}}_{2}(t) \geq & \dot{W}_{2}(t)=\frac{k_{1}^{u} k_{2}^{u}}{\widetilde{k}_{1}^{l} \widetilde{k}_{2}^{l}}\left(\widetilde{k}_{2}(t) y_{2}(t)-k_{3}(t) y_{3}(t)\right)+\prod_{i=1}^{3}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right)\left(\widetilde{k}_{3}(t) y_{3}(t)-k_{4}(t) y_{4}(t)\right)+\cdots \\
& +\prod_{i=1}^{n-1}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right)\left(\widetilde{k}_{n-1}(t) y_{n-1}(t)-k_{n}(t) y_{n}(t)\right)+\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right)\left(\widetilde{k}_{n}(t) y_{n}(t)-\delta(t) v(t)\right) \\
\geq & \frac{k_{1}^{u} k_{2}^{u}}{\widetilde{k}_{1}^{l}} y_{2}(t)-\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \delta^{u} v(t) . \tag{36}
\end{align*}
$$

Noting that (35), then

$$
y_{2}(t) \geq \frac{\gamma_{1}-\left(a_{3} y_{3}(t)+a_{4} y_{4}(t)+\cdots+a_{n} y_{n}(t)+a v(t)\right)}{a_{2}}
$$

So, we have

$$
\begin{aligned}
\dot{\tilde{W}}_{2}(t) & \geq \frac{k_{1}^{u} k_{2}^{u} \gamma_{1}}{\widetilde{k}_{1}^{l} a_{2}}-\frac{k_{1}^{u} k_{2}^{u}}{\widetilde{k}_{1}^{l} a_{2}}\left(a_{3} y_{3}(t)+a_{4} y_{4}(t)+\cdots+a_{n} y_{n}(t)+a v(t)\right)-\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \delta^{u} v(t) \\
& \geq \frac{k_{1}^{u} k_{2}^{u} \gamma_{1}}{\widetilde{k}_{1}^{l} a_{2}}-\bar{c}_{2} \widetilde{W}_{2}(t)
\end{aligned}
$$

where $\bar{c}_{2}=\max \left\{\frac{k_{1}^{u} k_{2}^{u}}{k_{1}^{\Lambda} a_{2}}, \frac{k_{1}^{u} 1_{2}^{u}}{k_{1}^{\Lambda} a_{2}}+\delta^{u}\right\}=\frac{k_{1}^{u} k_{2}^{u}}{k_{1}^{\Lambda} a_{2}}+\delta^{u}$, by Lemma 1 , then we obtain

$$
\begin{equation*}
\liminf _{t \rightarrow+\infty} \widetilde{W}_{2}(t) \geq \frac{k_{1}^{u} k_{2}^{u} \gamma_{1}}{\widetilde{k}_{1}^{l} a_{2} \bar{c}_{2}}=\frac{\beta^{l} q_{0}}{a} \frac{\left(\widetilde{k}_{1}^{u}\right)^{2} k_{2}^{u} \gamma}{\widetilde{k}_{1}^{l} a_{1} a_{2} \bar{c}_{1} \bar{c}_{2} \bar{c}} \triangleq \gamma_{2} \tag{37}
\end{equation*}
$$

(iv) Denote

$$
\begin{equation*}
W_{3}(t)=\prod_{i=1}^{3}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) y_{4}(t)+\prod_{i=1}^{4}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right)\left(y_{5}(t)+\int_{t}^{t} \widetilde{k}_{4}(s) y_{4}(s) d s\right)+\cdots+\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right)\left(v(t)+\int_{t}^{t} \widetilde{k}_{n}(s) y_{n}(s) d s\right) \tag{38}
\end{equation*}
$$

Thus, by Lemma 4, we have

$$
W_{3}(t) \leq a_{4} y_{4}(t)+a_{5} y_{5}(t)+\cdots+a_{n} y_{n}(t)+a v(t) \triangleq \widetilde{W}_{3}(t)
$$

and

$$
\begin{aligned}
\dot{\tilde{W}}_{3}(t) & \geq \dot{W}_{3}(t) \geq \frac{k_{1}^{u} k_{2}^{u} k_{3}^{u}}{\widetilde{k}_{1}^{l} \widetilde{k}_{2}^{l}} y_{3}(t)-\prod_{i=1}^{n}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \delta^{u} v(t) \\
& \geq \prod_{i=1}^{2}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \frac{k_{3}^{u} \gamma_{2}}{a_{3}}-\bar{c}_{3} \tilde{W}_{3}(t)
\end{aligned}
$$

where

$$
\bar{c}_{3}=\max \left\{\prod_{i=1}^{2}\left(\frac{k_{i}^{u}}{\widetilde{k_{i}^{l}}}\right) \frac{k_{3}^{u}}{a_{3}} \prod_{i=1}^{2}\left(\frac{k_{i}^{u}}{\widetilde{k_{i}^{l}}}\right) \frac{k_{3}^{u}}{a_{3}}+\delta^{u}\right\}=\prod_{i=1}^{2}\left(\frac{k_{i}^{u}}{\widetilde{k_{i}^{l}}}\right) \frac{k_{3}^{u}}{a_{3}}+\delta^{u}
$$

which implies that

$$
\begin{equation*}
\liminf _{t \rightarrow+\infty} \widetilde{W}_{3}(t) \geq \prod_{i=1}^{2}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \frac{k_{3}^{u} \gamma_{2}}{a_{3} \bar{c}_{3}} \triangleq \gamma_{3} \tag{39}
\end{equation*}
$$

Similarly, one by one we have

$$
\begin{align*}
& \liminf _{t \rightarrow+\infty} \widetilde{W}_{4}(t)=\liminf _{t \rightarrow+\infty}\left(a_{5} y_{5}(t)+\cdots+a_{n} y_{n}(t)+a v(t)\right) \geq \prod_{i=1}^{3}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \frac{k_{4}^{u} \gamma_{3}}{a_{4} \bar{c}_{4}} \triangleq \gamma_{4}, \\
& \liminf _{t \rightarrow+\infty} \widetilde{W}_{5}(t)=\liminf _{t \rightarrow+\infty}\left(a_{6} y_{6}(t)+\cdots+a_{n} y_{n}(t)+a v(t)\right) \geq \prod_{i=1}^{4}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \frac{k_{5}^{u} \gamma_{4}}{a_{5} \bar{c}_{5}} \triangleq \gamma_{5}, \\
& \ldots \\
& \liminf _{t \rightarrow+\infty} \widetilde{W}_{n-2}(t)=\liminf _{t \rightarrow+\infty}\left(a_{n-1} y_{n-1}(t)+a_{n} y_{n}(t)+a v(t)\right) \geq \prod_{i=1}^{n-3}\left(\frac{k_{i}^{u}}{\widetilde{k}_{i}^{l}}\right) \frac{k_{n-2}^{u} \gamma_{n-3}}{a_{n-2} \bar{c}_{n-2}} \triangleq \gamma_{n-2},  \tag{40}\\
& \liminf _{t \rightarrow+\infty} \widetilde{W}_{n-1}(t)=\liminf _{t \rightarrow+\infty}\left(a_{n} y_{n}(t)+a v(t)\right) \geq \prod_{i=1}^{n-2}\left(\frac{k_{i}^{u}}{\widetilde{k_{i}^{l}}}\right) \frac{k_{n-1}^{u} \gamma_{n-2}}{a_{n-1} \bar{c}_{n-1}} \triangleq \gamma_{n-1} .
\end{align*}
$$

Step IV. In this step, we will show that

$$
\begin{equation*}
\liminf _{t \rightarrow+\infty} v(t) \geq \tilde{q}_{n+1} \tag{41}
\end{equation*}
$$

where

$$
\tilde{q}_{n+1}=\frac{1}{2} \frac{\widetilde{k}_{n}^{l} \gamma_{n-1}}{a_{n} \delta^{u}+\widetilde{k}_{n}^{l} a} .
$$

If (41) is not true, then

$$
\liminf _{t \rightarrow+\infty} v(t)<\tilde{q}_{n+1}
$$

by the definition of inferior limit of $v(t)$, we obtain that there exists a time-sequence $\left\{t_{n}\right\}_{n=1}^{\infty}$ such that $v\left(t_{n}\right) \leq \widetilde{q}_{n+1}, t_{n} \rightarrow+\infty$ as $n \rightarrow \infty$.

From Lemmas 2, 3, 4 and Step III,

$$
\tilde{W}_{n-1}\left(t_{n}\right)=a_{n} y_{n}\left(t_{n}\right)+a v\left(t_{n}\right) \geq \gamma_{n-1},
$$

thus

$$
y_{n}\left(t_{n}\right) \geq \frac{\gamma_{n-1}-a v\left(t_{n}\right)}{a_{n}}
$$

from the last equation of system (1), we obtain

$$
\begin{aligned}
\dot{v}\left(t_{n}\right) & =\widetilde{k}_{n}\left(t_{n}\right) y\left(t_{n}\right)-\delta\left(t_{n}\right) v\left(t_{n}\right) \\
& \geq \widetilde{k}_{n}\left(t_{n}\right) \frac{\gamma_{n-1}-a v\left(t_{n}\right)}{a_{n}}-\delta\left(t_{n}\right) v\left(t_{n}\right) \\
& \geq \frac{\widetilde{k}_{n}^{l} \gamma_{n-1}}{a_{n}}-\left(\delta^{u}+\frac{\widetilde{k}_{n}^{l} a}{a_{n}}\right) \widetilde{q}_{n+1}
\end{aligned}
$$

$$
\begin{align*}
& \geq \frac{\widetilde{k}_{n}^{l} \gamma_{n-1}}{a_{n}}-\frac{a_{n} \delta^{u}+\widetilde{k}_{n}^{l} a}{a_{n}} \cdot \frac{1}{2} \frac{\widetilde{k}_{n}^{l} \gamma_{n-1}}{a_{n} \delta^{u}+\widetilde{k}_{n}^{l} a} \\
& =\frac{\widetilde{k}_{n}^{l} \gamma_{n-1}}{2 a_{n}}>0 . \tag{42}
\end{align*}
$$

According to (42), we will consider three cases as follows:
(i) If $v\left(t_{n}\right)$ oscillates about $\widetilde{q}_{n+1}$, obviously, there exists a subsequence $\left\{t_{n_{j}}\right\}$ such that $t_{n_{j} \rightarrow+\infty}$ as $j \rightarrow \infty$, and $\dot{v}\left(t_{n_{j}}\right)=0$, then it is a contradiction since (42) holds.
(ii) If $v\left(t_{n}\right)<\widetilde{q}_{n+1}$ and $v\left(t_{n}\right)$ is ultimately increase monotonically, from (42), then there exist $T_{n}>0$ such that $v\left(T_{n}\right) \rightarrow$ $v^{*}$ (constant) $\leq \tilde{q}_{n+1}$ as $n \rightarrow \infty$, so $\dot{v}\left(T_{n}\right)=0$ as $n \rightarrow \infty$, but $\dot{v}\left(T_{n}\right)>\frac{\widetilde{k}_{n}^{l} \gamma_{n-1}}{2 a_{n}}>0$, this reduces a contradiction.
(iii) If $v\left(t_{n}\right)<\tilde{q}_{n+1}$ and $v\left(t_{n}\right)$ is not ultimately increase monotonically, for any $T>0, \exists t_{T}>T$ such that such that $\dot{v}\left(t_{T}\right)<0$ and $v\left(t_{T}\right)<\tilde{q}_{n+1}$, this contradiction again. Therefore, we have

$$
\liminf _{t \rightarrow+\infty} v(t) \geq \tilde{q}_{n+1}
$$

Step V. Finally, we will show that

$$
\liminf _{t \rightarrow+\infty} y_{1}(t) \geq \tilde{q}_{1}, \liminf _{t \rightarrow+\infty} y_{2}(t) \geq \tilde{q}_{2}, \ldots, \liminf _{t \rightarrow+\infty} y_{n}(t) \geq \tilde{q}_{n}
$$

where $\tilde{q}_{1}, \tilde{q}_{2}, \ldots, \tilde{q}_{n}$, are defined in (43) and (44).
From the second equation of system (1) and Lemma 4, for all $t$ large enough, we get $\dot{y}_{1}(t)=\beta(t) x(t) v(t)-k_{1}(t) y_{1}(t) \geq$ $\beta^{l} q_{0} \widetilde{q}_{n+1}-k_{1}^{u} y_{1}(t)$, according to Lemma 1 , which implies that

$$
\begin{equation*}
\liminf _{t \rightarrow+\infty} y_{1}(t) \geq \frac{\beta^{l} q_{0} \tilde{q}_{n+1}}{k_{1}^{u}}=\frac{1}{2} \frac{\beta^{l} q_{0}}{k_{1}^{u}} \frac{\widetilde{k}_{n}^{l} \gamma_{n-1}}{a_{n} \delta^{u}+\widetilde{k}_{n}^{l} a}=\tilde{q}_{1} \tag{43}
\end{equation*}
$$

where

$$
\begin{aligned}
& \gamma_{n-1}=\binom{k_{1}^{u}}{\widetilde{k}_{1}^{l}}^{n-2}\left(\frac{k_{2}^{u}}{\widetilde{k}_{2}^{l}}\right)^{n-3} \cdots\left(\frac{k_{n-2}^{u}}{\widetilde{k}_{n-2}^{l}}\right) \cdot \prod_{i=1}^{n-1}\left(\frac{k_{i}^{u}}{a_{i} \bar{c}_{i}}\right) \frac{\beta^{l} q_{0}}{a \bar{c}} \gamma, \\
& \gamma=\alpha q_{1} e^{-2 p \delta^{u}},
\end{aligned}
$$

and $q_{0}, a_{i}, a, \bar{c}, \bar{c}_{i}$ are defined in (10), (13) and Step III, respectively.
From the third equation of system (1) to the $(n+1)$ th equation of system (1), we have

$$
\begin{align*}
\liminf _{t \rightarrow+\infty} y_{2}(t) \geq & \geq \frac{\widetilde{k}_{1}^{l} \widetilde{q}_{1}}{k_{2}^{u}} \triangleq \tilde{q}_{2} \\
\liminf _{t \rightarrow+\infty} y_{3}(t) \geq & \geq \frac{\widetilde{k}_{2}^{l} \widetilde{q}_{2}}{k_{3}^{u}}=\frac{\widetilde{k}_{1}^{l} \widetilde{k}_{2}^{l}}{k_{2}^{u} k_{3}^{u}} \widetilde{q}_{1} \triangleq \widetilde{q}_{2} \\
& \ldots  \tag{44}\\
\liminf _{t \rightarrow+\infty} y_{n}(t) \geq & \geq \prod_{i=1}^{n-1}\left(\frac{\widetilde{k}_{i}^{l}}{k_{i+1}^{u}}\right) \widetilde{q}_{1} \triangleq \widetilde{q}_{n}
\end{align*}
$$

according to the methods of Theorem 3.2 in [34], we establish the sufficient conditions for the clearance of virus.
Theorem 2. If $R^{*}<1$, then any positive solution $\left(x(t), y_{1}(t), \ldots, y_{n}(t), v(t)\right)$ of system (1) with (3) satisfies $\lim _{t \rightarrow+\infty} y_{i}(t)=0, i=$ $1,2, \ldots, n, \lim _{t \rightarrow+\infty} v(t)=0$, and $\lim _{t \rightarrow+\infty}\left|x(t)-w^{*}(t)\right|=0$, where $w^{*}(t)$ is the ultimate limit of all the solutions of Eq. (4) with the initial value $w(0)>0$.

## 4. Numerical simulations

In this section, we present computer simulations of some results of the system (1) using MATLAB 7.1. Most of these values are taken from Perelson and Nelson [5], Rong et al. [33]. To confirm our theoretical results, let us consider the following non-periodic


Fig. 1. Dynamics of uninfected cells $x(t)$, first stage of infected cells $y_{1}(t)$, second stage of infection $y_{2}(t)$, last stage of infected cells $y_{3}(t)$ and viral load $v(t)$ in (45): (a) with initial value $(20000,8000,8000,8000,5000)$ and $R_{*} \approx 1.836>1$; (b) with initial value $(10000,30000,30000,30000,50000)$ and $R^{*} \approx 0.64<1$.


Fig. 2. Dynamics of uninfected cells $x(t)$, first stage of infected cells $y_{1}(t)$, second stage of infection $y_{2}(t)$, last stage of infected cells $y_{3}(t)$ and viral load $v(t)$ in (45): (a) with initial value $(20000,8000,8000,8000,5000)$ and $R_{*} \approx 0.266<1<R^{*} \approx 2.61$; (b) with initial value $(1000,3000,2000,5000,4000)$ and $R_{*} \approx 0.199$ $<1<R^{*} \approx 2.455$.
within-host virus model with three infected stages (that is, $n=3$ in system (1))

$$
\left\{\begin{array}{l}
\dot{x}(t)=\lambda-\mu x(t)-\beta(1-a(0.5 \sin (0.5 t)+0.6)) x(t) v(t),  \tag{45}\\
\dot{y}_{1}(t)=\beta(1-a(0.5 \sin (0.5 t)+0.6)) x(t) v(t)-k_{1} y_{1}(t), \\
\dot{y}_{2}(t)=k_{1}(1-0.6(0.3 \cos (0.5 t)+0.5)) y_{1}(t)-k_{2} y_{2}(t), \\
\dot{y}_{3}(t)=k_{2}(1-0.5(0.4 \sin (0.5 t)+0.6)) y_{2}(t)-k_{3} y_{3}(t), \\
\dot{v}(t)=N k_{3} y_{3}(t)-\delta v(t) .
\end{array}\right.
$$

Then we have the following results:
(I) Persistence and extinction. Firstly, we choose the values of parameters $\lambda=10000, \mu=0.01, \beta=0.000004, a=0.7, N=$ $100, \delta=3, k_{0}=0.3, k_{1}=0.4, k_{2}=0.6, k_{3}=0.8$ for system (45), from Theorem 1 and (15), we have $R_{*} \approx 1.836>1$, then the system (45) is permanent (see Fig. 1(a)). If we choose the values of parameters $\lambda=10000, \mu=0.1, \beta=0.000002, a=0.5, N=$ $100, \delta=23, k_{0}=0.3, k_{1}=0.4, k_{2}=0.6, k_{3}=0.8$ for system (45), from Theorem 2 and (15), we have $R^{*} \approx 0.654<1$, then the system (45) goes to extinct (see Fig. 1(b)).
(II) The case $R_{*}<1<R^{*}$. When the condition in neither Theorem 1 nor Theorem 2 is satisfied, we provide the simulations in Fig. 2: If we chose parameters for system (45) as in Fig. 1(a) except parameter $\mu$. That is, for system (45), we set $\mu=0.01$,


Fig. 3. Comparisons on the counts of uninfected CD4+ T-cells of two systems (45), (46) (see (a)); the viral load of systems (45), (46) (see (b)).
we have $R_{*} \approx 0.266<1<R^{*} \approx 2.61$, and the system (45) is permanent (see Fig. 2(a)); if we let $\mu=0.1, N=250$, and other parameters remain unchanged, then we have $R_{*} \approx 0.199<1<R^{*} \approx 2.455$ for system (45), and the system (45) goes to extinct (see Fig. 2(b)). Thus, when $R_{*}<1<R^{*}$, both viral persistence and extinction are possible.
(III) Effects of the multiple infected stages. Here, we consider the system (1) with single-stage infected cells, which is similar to system (31) in [34] as follows:

$$
\left\{\begin{array}{l}
\dot{x}(t)=\lambda-\mu x(t)-\beta(1-a(0.5 \sin (0.5 t)+0.6)) x(t) v(t),  \tag{46}\\
\dot{y}_{1}(t)=\beta(1-a(0.5 \sin (0.5 t)+0.6)) x(t) v(t)-k_{1} y_{1}(t), \\
\dot{v}(t)=N k_{1} y_{1}(t)-\delta v(t) .
\end{array}\right.
$$

We choose the values of parameters for two systems (46) and (45) as the same as (I). And we compare the counts of uninfected CD4 ${ }^{+}$T-cells and viral load corresponding to two systems. From Fig. 3, new simulation results can be observed by comparisons: the counts of uninfected CD4 ${ }^{+}$T-cells of a non-autonomous delayed HIV-1 infection model with three infected stages are larger than that of system with single infected stage (see Fig. 3(a)), the viral load of a non-autonomous delayed HIV-1 infection model with three stages are less than that of system with single infected stage (see Fig. 3(b)).
(IV) Effects of the time-varying environments. Here, we consider the system (1) with single-stage infected cells, which is similar to system (31) in [34] as follows:

$$
\left\{\begin{array}{l}
\dot{x}(t)=\lambda-\mu x(t)-\beta(1-a(-0.25+0.6)) x(t) v(t),  \tag{47}\\
\dot{y}_{1}(t)=\beta(1-a(-0.25+0.6)) x(t) v(t)-k_{1} y_{1}(t), \\
\dot{y}_{2}(t)=k_{1}(1-0.6(-0.15+0.5)) y_{1}(t)-k_{2} y_{2}(t), \\
\dot{y}_{3}(t)=k_{2}(1-0.5(-0.2+0.6)) y_{2}(t)-k_{3} y_{3}(t), \\
\dot{v}(t)=N k_{3} y_{3}(t)-\delta v(t)
\end{array}\right.
$$

We choose the values of parameters for (47) as the same as (I). And we compare the counts of uninfected CD4 ${ }^{+}$T-cells and viral load of non-autonomous system and autonomous system with multiple stages. From Fig. 4, the counts of uninfected CD4 ${ }^{+}$ T-cells of a non-autonomous delayed HIV-1 infection model with three infected stages are larger than that of corresponding autonomous system with multiple stage (see Fig. 4(a)), the viral load of a non-autonomous delayed HIV-1 infection model with three stages are less than that of corresponding autonomous system with multiple stage (see Fig. 4(b)).

## 5. Conclusions

In [34], the authors have formulated a model of HIV infection incorporating non-periodic coefficients and two intracellular time delays, and have established the conditions for the permanence and extinction of the virus. From the results of [34], Wang et al. have obtained the complicated effects of the time-varying parameters on the sufficient conditions for the permanence and the extinction of the model with single infected stage. In this paper, based on the results on the system (5) with singleinfected stage in [34], we proved some uniform persistent result of system (1) in Theorem 1 when the condition $R_{*}>1$ holds. In Proposition 1 we obtained that explicit estimates of the lower bound of the viral load under condition $R_{*}>1$. In Theorem 2 , under condition $R^{*}<1$, we proved that the elimination of virus infection for system (1). These results generalize the corresponding results in [34] and improve those in [34] by introducing multiple infected stages.


Fig. 4. Comparisons on the counts of uninfected CD4+ T-cells of two systems (45), (47) (see (a)); the viral load of systems (45), (47) (see (b)).

We presented some numerical results for system (1) with three infected stages, respectively. Our first numerical results showed that the persistence of systems (45) when $R_{*}>1$ (Fig. 1(a)) and the extinction of systems (45) when $R^{*}<1$ (Fig. 1(b)); in the second numerical study, we provided the simulations in Fig. 2 when the condition in neither Theorem 1 nor Theorem 2 is satisfied (i.e., $R_{*}<1<R^{*}$ ); in the third numerical results, we investigated the comparison of the counts of uninfected CD4 ${ }^{+}$ T-cells and viral load corresponding to the systems with single-infected stage and three infected stages (Fig. 3). The study shows that the effects of multiple infected stages of the antiretroviral drug during HIV-1 virus infection seem to change the counts of uninfected CD4 ${ }^{+}$T-cells and viral load.

Comparing to the corresponding Theorem 1 in [34] for the system (1) with single infected stage, we find that there is an extra term $\prod_{i=2}^{n}\left(\frac{\widetilde{k}_{i}^{u}}{k_{i}^{l}}\right)$ in our permanence and extinction criteria, which exists because of the multiple infected stages. The impact of multiple infected stages hence can be explored through the sensitivity analysis of $R_{*}$. In fact, from the expressions of

$$
R^{*}=\frac{\beta^{u} \lambda^{u}}{\delta^{l} \mu^{l}} \cdot \prod_{i=1}^{n}\left(\frac{\widetilde{k}_{i}^{u}}{k_{i}^{l}}\right)
$$

and (2), we can find that $\tilde{k}_{i}(t) \leq k_{i}(t)$ and $\prod_{i=1}^{n}\left(\frac{\widetilde{k}_{i}^{u}}{k_{i}^{l}}\right) \leq 1$. This implies that the more infected stages the cells have, the smaller $R^{*}$ becomes, thus it comes from Theorem 2 that the more possibly the system will goes infection-free and hence there will be more uninfected CD4 ${ }^{+}$T-cells may be retained as well.

In summary, we provided investigations of the impact of multiple infected stages on HIV virus dynamic model under timevarying environment. The interactions between HIV virus particles and different stages for infected cells are more complex compared to the autonomous (or non-autonomous) HIV infection models with single-infected stage. Moreover, we simplified our model formulations by continuous change from early stage to the final stage and did not consider mutation and drug resistance of infected cells in each stage. The present system may not completely display the real biological meanings. Therefore, it is still an open problem to study the system (1) with mutation or drug resistance which may raise more interesting and challenging mathematics problems.

## Acknowledgment

The authors would like to thank the anonymous referees and the associate editor for their very valuable comments, which led to a significant improvement of the original manuscript. X. Wang is supported by the NNSF of China (no.11301453), Postdoctoral Science Foundation of China (2014M562366), Postdoctoral Science Foundation of Shaanxi Province (2014010), Natural Science Foundation of Henan Province (no.142300410198), the Universities Young Teachers Program of Henan Province (2014GGJS-093), and Doctoral Scientific Research Startup Fund of Xinyang Normal University (2014033). S. Liu is supported by the NNSF of China (no.11471089) and the Fundamental Research Funds for the Central Universities (grant no.HIT.IBRSEM.A.201401).

## References

[1] R. Anderson, R. May, The population dynamics of microparasites and their invertebrate hosts, Phil. Trans. Roy. Soc. London B 291 (1981) $451-524$.
[2] P. Nelson, J. Murray, A. Perelson, A model of HIV-1 pathogenesis that includes an intracellular delay, Math. Biosci. 163 (2000) 201-215.
[3] P. Nelson, J. Mittler, A. Perelson, Effect of drug efficacy and the eclipse phase of the viral life cycle on estimates of HIV-1 viral dynamic parameters, J. Acq. Imm. Def. Syndr. 26 (2001) 405-412.
[4] P. Nelson, A. Perelson, Mathematical analysis of delay differential equation models of HIV-1 infection, Math. Biosci. 179 (2002) 73-94.
[5] A. Perelson, P. Nelson, Mathematical analysis of HIV-1 dynamics in vivo, SIAM Rev. 41 (1999) 3-44.
[6] X. Wang, Y. Tao, Lyapunov function and global properties of virus dynamics with ctl immune response, Int. J. Biomath. 1 (2008) 443-448.
[7] X. Wang, A.M. Elaiw, X. Song, Global properties of a delayed hiv infection model with CTL immune response, Appl. Math. Comput. 218 (2012) $9405-9414$.
[8] X. Wang, S. Liu, Global properties of a delayed SIR epidemic model with multiple parallel infectious stages, Math. Biosci. Eng. 9 (2012) 685-695.
[9] X. Wang, S. Liu, A class of delayed viral models with saturation infection rate and immune response, Math. Method Appl. Sci. 36 (2013) 125-142.
[10] W. Wang, X.-Q. Zhao, Threshold dynamics for compartmental epidemic models in periodic environments, J. Dyn. Differ. Equ. 20 (2008) 699-717.
[11] J.M. Hyman, J. Li, The reproductive number for an HIV model with differential infectivity and staged progression, Linear Algebra Appl. 398 (2005) 101-116.
[12] A.B. Gumel, C.C. McCluskey, P. van den Driessche, Mathematical study of a staged-progression HIV model with imperfect vaccine, Bull. Math. Biol. 68 (2006) 2105-2128.
[13] F. Baryarama, J. Mugisha, Comparison of single-stage and staged progression models for HIV/AIDS transmission, Int. J. Math. Math. Sci. 2007 (2007) 11.
[14] D. Wodarz, M. Nowak, Mathematical models of HIV pathogenesis and treatment, BioEssays 24 (12) (2002) 1178-1187.
[15] I.M. Longini, W.S. Clark Jr., M. Haber, R. Horsburgh Jr., The stages of HIV infection: waiting times and infection transmission probabilities, Springer, Berlin Heidelberg, 1989.
[16] T. Hollingsworth, R. Anderson, C. Fraser, HIV-1 transmission, by stage of infection, J. Infect. Dis. 198 (5) (2008) 687-693.
[17] J.M. Hyman, J. Li, E.A. Stanley, The differential infectivity and staged progression models for the transmission of HIV, Math. Biosci. 155 (1999) $77-109$.
[18] M. J. Wawer, R. H. Gray, N. K. Sewankambo, D. Serwadda, X. Li, O. Laeyendecker, et al., Rates of HIV-1 transmission per coital act, by stage of HIV-1 infection, in Rakai, Uganda, J. Infect. Dis. 191 (9) (2005) 1403-1409.
[19] C.C. McCluskey, A model of HIV/AIDS with staged progression and amelioration, Math. Biosci. 181 (2003) 1-16.
[20] G.P. Samanta, Permanence and extinction of a nonautonomous HIV/AIDS epidemic model with distributed time delay, Nonlinear Anal.: Real World Appl. 12 (2011) 1163-1177.
[21] A.R. Sedaghat, J.B. Dinoso, L. Shen, C.O. Wilke, R.F. Siliciano, Decay dynamics of HIV-1 depend on the inhibited stages of the viral life cycle, Proc. Natl. Acad. Sci. USA 105 (12) (2008) 4832-4837.
[22] Y. Yang, Y. Xiao, Threshold dynamics for an HIV model in periodic environments, J. Math. Anal. Appl. 361 (1) (2010) 59-68.
[23] Y. Xiao, S. Tang, Y. Zhou, R. Smith, J. Wu, N. Wang, Predicting the HIV/AIDS epidemic and measuring the effect of mobility in mainland China, J. Theor. Biol. 317 (2013) 271-285.
[24] Y. Xiao, H. Miao, S. Tang, H. Wu, Modeling antiretroviral drug responses for HIV-1 infected patients using differential equation models, Adv. Drug Deliver. Rev. 65 (2013) 940-953.
[25] Y. Lou, X.-Q. Zhao, A climate-based malaria transmission model with structured vector population, SIAM J. Appl. Math. 70 (2010) $2023-2044$.
[26] Y. Yang, Y. Xiao, J. Wu, Pulse HIV vaccination: feasibility for virus eradication and optimal vaccination schedule, Bull. Math. Biol. 75 (2013) $725-751$.
[27] X. Wang, S.L. Guo, Analysis of a time-dependent virus dynamics model, J. Xinyang Norm. Univ. 27 (2014) 316-319.
[28] B. Wang, X.-Q. Zhao, Basic reproduction ratios for almost periodic compartmental epidemic models, J. Dyn. Differ. Equ. 25 (2013) 535-562.
[29] H.R. Thieme, Uniform persistence and permanence for non-autonomous semiflows in population biology, Math. Biosci. 166 (2000) 173-201.
[30] P. De Leenheer, Within-host virus models with periodic antiviral therapy, Bull. Math. Biol. 71 (2009) 189-210.
[31] Y. Huang, S. Rosenkranz, H. Wu, Modeling HIV dynamics and antiviral response with consideration of time-varying drug exposures, adherence and phenotypic sensitivity, Math. Biosci. 184 (2003) 165-186.
[32] J. Lou, Y. Lou, J. Wu, Threshold virus dynamics with impulsive antiretroviral drug effects, J. Math. Biol. 65 (2012) 623-652.
[33] L. Rong, Z. Feng, A. Perelson, Emergence of HIV-1 drug resistance during antiretroviral treatment, Bull. Math. Biol. 69 (2007) $2027-2060$.
[34] X. Wang, S. Liu, L. Rong, Permanence and extinction of a non-autonomous HIV-1 model with two time delays, Discrete Contin. Dyn. Syst. Ser. B 19 (6) (2014) 1783-1800.
[35] G. Huang, Y. Takeuchi, W. Ma, Lyapunov functionals for delay differential equations model of viral infections, SIAM J. Appl. Math. 70 (7) (2010) $2693-2708$.
[36] P. Georgescu, Y.H. Hsieh, Global stability for a virus dynamics model with nonlinear incidence of infection and removal, SIAM J. Appl. Math. 67 (2) (2006) 337-353.
[37] Z. Grossman, M. Polis, M.B. Feinberg, Z. Grossman, I. Levi, S. Jankelevich, et al., Ongoing HIV dissemination during haart, Nature medicine 5 (10) (1999) 1099-1104.
[38] T. Zhang, Z. Teng, On a nonautonomous seirs model in epidemiology, Bull. Math. Biol. 69 (2007) 2537-2559.


[^0]:    * Corresponding author. Tel.: +0086 45186402848.

    E-mail address: lsqmath@gmail.com, sqliu@hit.edu.cn (S. Liu).

